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Abstract—This paper is concerned with the analysis of scheduling performance in downlink WCDMA networks that employ adaptive modulation and coding (AMC) and fast cell selection (FCS). The scheduling schemes investigated include (i) the Round Robin (RR) scheme, (ii) the maximum carrier-to-interference ratio ($C/I$) scheme, (iii) the simplified proportional fair (PF) scheme, and (iv) the conventional PF scheme. The channel model includes large-scale signal attenuation and small-scale fading. By using a form analogous to Shannon’s channel capacity formula, a logarithmic relationship between the instantaneous data rate and the $C/I$ with AMC is first established. Using the so-called Poisson scheme in which the probabilities of the occurrence of the events in Bernoulli trials depend on the trial index, FCS implementation is then examined in detail. Finally, a complete set of analytical expressions on the average system throughput, the peak data rate and the fairness for the abovementioned scheduling schemes are derived.
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I. INTRODUCTION

In parallel with fast growing internet services via the wireless medium, the third-generation (3G) mobile communication system based on wideband code division multiple access (WCDMA) has been developed as the basic radio access technology for the universal mobile telecommunications system (UMTS), and is being deployed as one of the IMT-2000 standards [1] - [7]. The system can support high-speed packet data services with multi-rate multi-media traffic and with different quality-of-service (QoS) requirements.

In 3G WCDMA data networks, the downlink bears a significantly higher traffic load than the uplink [1]. In order to support this high traffic load, several new techniques are introduced, including downlink scheduling, adaptive modulation and coding (AMC) and fast cell selection (FCS). Downlink scheduling is the algorithm that decides which packets should be transmitted and when. In the WCDMA high-speed downlink packet access (WCDMA-HSDPA) network [2], [5], [7] and the CDMA high data rate (CDMA-HDR) network [3], [4], [6], a feedback mechanism has been included to constantly estimate the channel and inform the base station (BS) of the channel states for all active mobile users. This information allows the BS some flexibility in scheduling according to the estimated channel quality. Several scheduling schemes have been proposed [1] - [7] to achieve the trade-off between throughput and fairness which are two key measures of the QoS. These scheduling schemes include the Round Robin (RR) [2], [5], [7], the maximum carrier-to-interference ratio ($C/I$) [2], [5], [7], and the proportional fair (PF) [3], [4], [6]. Intuitively, the RR scheme is perhaps the simplest of all as its implementation completely ignores the channel conditions. The maximum $C/I$ scheme provides the maximum system throughput as it assigns the resource to the user with the best channel condition. The PF scheme schedules users to get access to the channel subject to some fairness criteria. AMC and FCS are two important link adaptation techniques. They have been proposed and implemented in 3G WCDMA downlink networks to enable more reliable communications while simultaneously improving data throughput and system capacity [6], [7]. Using AMC, the modulation and coding formats can be changed in accordance with variations in the channel conditions. For instance, the mobile users experiencing good channel quality can be assigned higher-order modulation and coding rate to achieve larger system throughput, whereas the users with poor channel quality may choose lower-order modulation and coding rate to combat channel impairments and enhance the performance. Using FCS, the mobile user can select the best active BS which should serve it on the downlink. It can be treated as alternative to soft handoff. Note that in current WCDMA-HSDPA and CDMA-HDR downlink systems, no soft handoff is used.

Various studies have been performed on AMC and FCS. In [8], the physical layer performance of the modems for high-order modulation schemes with AMC was extensively analyzed. A new method for selecting the appropriate AMC schemes in 3G wireless systems was proposed in [9]. The benefits of site selection diversity transmission power control for CDMA forward link were investigated in [10]. A network controlled cell selection for HSDPA and its advantage were studied in [11]. Some recent work on downlink scheduling included the following. A flexible downlink scheduling scheme used in packet data system was discussed in [12]. Downlink scheduling optimization with fairness constraint and user constraint was studied in [13] and [14], respectively. A cross-layer design on adaptive downlink scheduling is presented in [15]. The merit on base-station density in CDMA system using downlink scheduling was examined in [16]. However,
the analysis on the impact of joint downlink scheduling and link adaptation on the throughput and fairness performance has not been addressed satisfactorily in the literature. The main contribution of this paper, therefore, is to develop a unified theoretical framework to determine the analytical expressions on the throughput and fairness, in which both downlink scheduling schemes and link adaptation techniques proposed in 3GPP and 3GPP2 [1] are incorporated. This work can be seen as a complement to the system level simulations and experimental implementations conducted in the industry [1] - [7]. Specifically, it derives a complete set of expressions on the BS throughput, the ensemble average throughput of the active region, the peak data throughput and the fairness with AMC, FCS and four scheduling algorithms, including the RR, maximum C/I, simplified PF and conventional PF. In the fairness analysis, two criteria are considered. From the expressions derived, the behavior of throughput and fairness as a function of various system parameters can easily be deduced. The results are not only of fundamental theoretical value, but are also vital to guiding the simulations and experiments to be performed.

Section II describes the system model. Section III presents AMC and establishes a logarithmic relationship between the instantaneous data rate and C/I. Section IV studies FCS using Possion scheme. In Section V, the throughput and fairness of various scheduling schemes are analyzed, and their explicit expressions are derived. Section VI presents numerical/simulation results to highlight the dependence of throughput/fairness performance on FCS, scheduling algorithms and system parameters.

II. System Model and Assumptions

The network and system model consists of multiple hexagonal cells with a BS at its center, as shown in Fig. 1. Note that in theory the number of cells can be infinite, however, in actual simulation/numerical evaluation presented in Section VI, we only consider three concentric rings around the region studied. We assume 120° ideal antenna sectorization, which is defined as unity gain inside sector, zero gain outside sector [17, Section 6.8]. No power control is used and the total transmit powers are equal for all BSs. The active region modelled includes three contiguous sectors − the shaded region in Fig. 1. We assume that there are $M$ mobile users, uniformly distributed in the active region, and all BSs operate at full loading [4]. A set $S$ of BSs that provide the packet data service to the users in the active region includes BS 1, BS 2 and BS 3 only, i.e., $S = \{1, 2, 3\}$. In the downlink WCDMA system, the packet transmission can be carried out on a set of physical channels shared by the users with either code-division multiplexing (CDM) mode or time-division multiplexing (TDM) mode [11, 5]. In this paper we follow the transmission scheme used in the WCDMA-HSDPA and CDMA-HDR networks [3] - [7], and assume that the packets are transmitted in the TDM mode and at the full power allocated to a mobile user in an one-by-one transmission fashion with both data rate and time slot length changing [3, Figure 1], according to the user’s channel conditions. At any given time the users receive the packet data from no more than one BS in the active set $S$, and we assume soft handoff is not utilized [6], [7]. Instead of combining transmit energies from multiple BSs, the users in the active region are now able to rapidly switch from communicating with one BS to another in the set $S$.

The channel model considered in this paper includes large-scale signal attenuation and small-scale fading [17]. Large-scale attenuation consists of path loss and shadowing effect which describe the mean signal variations over a much longer time scale and a large distance between the transmitter and receiver. The rapid fluctuations of the received signal envelope over a short period of time or travel distance are characterized by small-scale fading. We assume that the distance between the BS and mobile user is known. This is justifiable because the mobile users can periodically report their locations to the BS for handoff. The user location can also be detected by the network. UMTS has specified various kinds of mobile positioning methods [1], [18], [19], e.g., the cell coverage-based positioning method, the observed time difference of arrival-positioning methods [1], [18], [19].

Fig. 1. Cellular layout and the active region for fast cell selection (FCS).
so that the shadowing $10^{(\xi/10)}$ is a lognormally distributed random variable.

III. CARRIER-TO-INTERFERENCE RATIO AND INSTANTANEOUS DATA RATE WITH AMC

In the downlink WCDMA system, the user’s channel condition measured by $C/I$ is a primary factor in determining the instantaneous data rate. The value of $C/I$ is defined as the ratio of the received signal energy density to single-sided interference density and can be measured through the pilot bursts [3]. Note that the interference here comprises intercell interference and thermal noise. It is assumed in this paper that bursts [3]. Note that the interference here comprises intercell interference density and can be measured through the pilot

The corresponding cumulative distribution function (CDF), written as

$$
\gamma_{ki} = \frac{P(d_{ki}, \xi_{ki}, \psi_{ki})}{W} = \frac{A(d_{ki}, \xi_{ki}, \psi_{ki})}{(I_k + \nu)/P}
$$

where $i \in S = \{1, 2, 3\}$ and $k = 1, 2, \ldots, M$. Substituting (2) into (3) yields

$$
\gamma_{ki} = \frac{P(d_{ki})}{I_k + \nu} 10^{(\xi_{ki}/10)} \psi_{ki}
$$

where, for each $k = 1, 2, \ldots, M$ and each $i = 1, 2, 3,$ \{\xi_{ki}\} is a set of independent, identically distributed (i.i.d.) Gaussian random variables with mean zero and variance $\sigma^2$ (dB); \{\psi_{ki}\} is a set of i.i.d. exponential random variables with mean $\eta^2$. For each $k$ and $i$, the quantities $\xi_{ki}$ and $\psi_{ki}$ are mutually independent. For $k \neq p$ and $i \neq q$, \{\xi_{pq}, \psi_{pq}\} are independent of \{\xi_{pq}, \psi_{pq}\}. The average value of $C/I$ is given by $\bar{\gamma}_{ki} = \frac{P(d_{ki}^2)}{I_k + \nu} \eta^2 \exp \left[ \frac{\sigma^2}{2} \left( \frac{\ln 10}{10} \right)^2 \right].$

The composite distribution due to shadowing $10^{(\xi_{ki}/10)}$ and Rayleigh fading $\psi_{ki}$ in (4) is called the Lee-Yeh distribution [21]. No closed-form solution and is rather complicated mathematically, but can well be approximated by a lognormal function. This approximation is very useful and convenient to engineering applications since the lognormal distribution can be completely specified by the mean and standard deviation. Following [21] and using the natural logarithm, the PDF of $\gamma_{ki}$ can be derived as

$$
f(\gamma_{ki}) = \frac{1}{\gamma_{ki} \sqrt{2\pi\sigma^2}} \exp \left[ -\frac{(\ln \gamma_{ki} - \mu_{ki})^2}{2\sigma^2} \right]
$$

where the mean $\mu_{ki}$ and standard deviation $\sigma$ are given, respectively, by

$$
\mu_{ki} = \ln \bar{\gamma}_{ki} - (\sigma^2/2)(\ln 10/10)^2 - 2.5(\ln 10/10)
$$

$$
\sigma^2 = (\sigma^2 + 5.57^2)(\ln 10/10)^2.
$$

The corresponding cumulative distribution function (CDF), denoted by $\Gamma(\gamma_{ki})$, has the expression

$$
\Gamma(\gamma_{ki}) = 1 - \frac{1}{2} \text{erfc} \left( \frac{\ln \gamma_{ki} - \mu_{ki}}{\sigma \sqrt{2}} \right) = Q \left( \frac{\mu_{ki} - \ln \gamma_{ki}}{\sigma} \right)
$$

where $\text{erfc}(x)$ is the complementary error function and $Q(x)$ is the Gaussian $Q$-function. From (5) and (6), we see that the instantaneous $C/I$ $\{\gamma_{ki}\}$ is a set of independent, non-identically distributed lognormal random variables. The means $\{\mu_{ki}\}$ depend on the parameter $\eta^2$ of fast Rayleigh fading, the transmitted signal power $P$, the interference level $I_k + \nu$ and the mobile user location in the active region, while the variances $\{\sigma^2\}$ depend on the standard deviation $\sigma$ of the lognormal shadow fading.

The AMC technique is a fundamental feature in the WCDMA-HSDPA and CDMA-HDR networks. It allows to optimize the modulation and coding formats adaptive to variations in the channel conditions. Since each value of the user’s measured $C/I$ can be mapped directly into an instantaneous data rate so that such value can support for a given target error performance, the downlink WCDMA system can support dynamic packet data rates through AMC. For example, in the CDMA-HDR system, for BS $i$ and user $k$, the relationship between the instantaneous data rate $R_{ki}$ and the $C/I$ $\gamma_{ki}$ for different modulation orders and coding rates is determined by using a look-up mapping table [3, Table 2]. Mathematically, the linear relationship between the instantaneous data rate $R_{ki}$ and the $C/I$ $\gamma_{ki}$ can be formulated as [17], [23], [24]

$$
R_{ki} = \frac{W}{(E_b/I_0)_k} \gamma_{ki}
$$

where $(E_b/I_0)_k$ is the required bit energy-to-interference-plus-noise density ratio, whose value depends on modulation and coding formats, channel impairments such as fading, and error performance requirements. For instance, in [3, Table 2] and [6, Table 1], with iterative decoding on serial concatenated decoding and QPSK modulation, a 1-percent packet-error rate (PER) corresponds to $(E_b/I_0)_k \approx 2.5$ dB at the lower data rates, ranging from 38.4 kbps to 1228.8 kbps. This implies that the supportable data rate is linearly proportional to $C/I$ over the wide range of lower data rates, which can be well approximated by (8). However, at the region of higher data rates such as 1843.2 kbps and 2457.6 kbps in [3, Table 2], in order to achieve the 1-percent PER, the required $(E_b/I_0)_k$ will increase considerably because higher-order modulation (e.g., 8PSK and 16QAM) is more sensitive to fading and interference. Therefore, in the case of AMC, the linear relationship (8) is not convenient to use, since we have to keep adjusting the quantity $(E_b/I_0)_k$ based on the modulation and coding formats. It is more desirable to find a simple mathematical function that can relate $R_{ki}$ directly to $\gamma_{ki}$. This can be done by using Shannon’s channel capacity formula which has been used for low SNR

$$
\ln(1 + \text{SNR}) = \text{SNR} - \frac{1}{2} (\text{SNR})^2 + \frac{1}{3} (\text{SNR})^3 \ldots
$$
relationship (8) and logarithmic relationship (11). However, in Table 2 can reasonably be approximated by both linear relationship (8) and logarithmic relationship (11) with system bandwidth $W = 1.2288$ MHz. As a basis for comparison, the look-up mapping table given in [3, Table 2] is also plotted. From Fig. 2, we see that for low $C/I$ at the region of lower rates, the mapping table [3, Table 2] can reasonably be approximated by both linear relationship (8) and logarithmic relationship (11). However, in order for (8) to be valid as $C/I$ increases, we need to modify $(E_b/I_0)_k$ to a larger value accordingly. In other words, the linear relationship (8) can only provide good approximation between the instantaneous data rate and the $C/I$ locally, whereas the logarithmic relationship (11) is more convenient to use and can be utilized for the reasonably accurate analysis globally.

IV. FAST CELL SELECTION AND DOWNLINK SCHEDULING

FCS has been proposed for both WCDMA-HSDPA network and CDMA-HDR network. Using FCS, each mobile user in the active region can request data transmission from three BS candidates of the active set $S = \{1, 2, 3\}$, but only selects the best BS which should serve it at any time. FCS can potentially increase the $C/I$, and thus, increase data transmission rate. Therefore, FCS has become a key element of downlink WCDMA networks that determines an overall system performance such as throughput [6], [7]. In practice, the user can continuously monitor all three BSs in the set $S$ and report to the radio network controller (RNC) when a change of the best serving BS occurs. Determination of the best BS may be based on the user’s $C/I$ measurements. In general, FCS can be performed in the following procedure:

1) Measurements on each mobile user’s $C/I$ from the three BSs in the set $S$ are made.
2) Based on the measurements of $C/I$, each mobile user in the active region selects the best serving BS.
3) Each mobile user then transmits a BS indicator (as to the best serving BS) along with its measurement on $C/I$ using the uplink dedicated control channel.
4) Each BS in the set $S$ uses the $C/I$ measurements to determine scheduling priorities as well as the AMC level for a scheduled user via the scheduling algorithm used.

From the above procedure, we note that FCS is carried out for every user in the active region before downlink scheduling is implemented. After FCS each user is assigned to one and only one of the possible BSs $S = \{1, 2, 3\}$. Therefore, we can visualize the FCS procedure as a partitioning of the whole users in the active region into disjoint groups, say $\{G_i\}$, $i = 1, 2, 3$. Each group $G_i$ comprises all users such that the BS $i$ is the best serving BS. Once the groups have been formed, a scheduling scheme will be employed to each group $G_i$ to decide which user in the group the data should be transmitted to. In the following, we will apply Poisson scheme [26] to study FCS.

Without loss of generality, we can choose BS 1 as the best serving BS and form the group $G_1$. The decision process given in steps 1) - 3) above can be modelled as a generalized Bernoulli trial, called the Poisson scheme. This process is similar to the coin tossing problem. Specifically, the FCS decision for each of $M$ mobile users can be viewed as performing $M$ random trials to decide which user in the active region will be served by BS 1 (i.e., in the group $G_1$). Clearly, the outcomes of the $M$ trials are independent. As a result of the $k$th trial ($k = 1, 2, \ldots, M$), we can obtain the event $A_{ki}$, which indicates that user $k$ is in the group $G_1$, with probability $p_{ki}$, or the complementary $\bar{A}_{ki}$, which indicates that user $k$ is not served by BS 1, with probability $1 - p_{ki}$. Since the selection criterion for determining the best serving BS is based on the user’s $C/I$, the event $A_{ki}$ occurs if both the $C/I$’s $\gamma_{i2}$ and $\gamma_{i3}$ are simultaneously below $\gamma_{i1}$. Hence, the probability $p_{ki}$ is written as

$$p_{ki} = Pr[\gamma_{i2} \leq \gamma_{i1}, \gamma_{i3} \leq \gamma_{i1}].$$

(12)

We can evaluate the probability $p_{ki}$ in (12) by first conditioning on knowing $\gamma_{i1}$. By averaging this conditional probability over the distribution of $\gamma_{i1}$, the final probability $p_{ki}$ is obtained. Since $\{\gamma_{i1}\}_{i=1}^3$ are mutually independent random variables, the conditional probability is the product of the probabilities that the quantities $\gamma_{i2}$ and $\gamma_{i3}$ are smaller than $\gamma_{i1}$. Using (6) and (7) in (12), the final result is derived as

$$p_{ki} = \frac{1}{\sqrt{2\pi\varsigma}} \int_0^\infty \frac{1}{x} Q\left(\frac{\mu_{k2} - \ln x}{\varsigma}\right) Q\left(\frac{\mu_{k3} - \ln x}{\varsigma}\right) \times \exp\left[-\frac{(\ln x - \mu_{k1})^2}{2\varsigma^2}\right] dx.$$

(13)

Note that unlike the coin-tossing Bernoulli trial, the probabilities $\{p_{ki}\}$ of occurrence of the events $\{A_{ki}\}_{k=1}^M$ in the generalized Bernoulli trials are distinct from one another.
There are two possible events \(A_{k1}\) and the complementary \(\overline{A_{k1}}\) belonging to each user \(k\), and \(M\) users in the active region; it follows that there are \(2^M\) distinct ways of assigning the \(M\) users to \(G_1\), each of which stands for one of the possible sequence of length \(M\) constructible from \(A_{k1}\) and the complementary \(\overline{A_{k1}}\). If we associate with every possible sequence a probability \(P_l\) for \(l = 1, 2, \ldots, 2^M\), we have

\[
\sum_{l=1}^{2^M} P_l = 1. \tag{14}
\]

As an example, suppose there are three users in the active region (i.e., \(M = 3\)), we have \(2^3 = 8\) distinct ways to assign the three users to \(G_1\). Table 1 gives all events and the corresponding probabilities of \(G_1\). Clearly, in the case of \(l = 1\), where \(P_1 = (1-p_{11})(1-p_{21})(1-p_{31})\), no user is served by BS 1, while in the case of \(l = 8\), where \(P_8 = p_{11} p_{21} p_{31}\), all three users are served by BS 1.

Without loss of generality and for the purpose of notational simplicity, in the following analysis, we assume that after FCS, the users from 1 to \(K\), where \(K < M\), are in the group \(G_1\), and the rest of \(M - K\) users are served by either BS 2 or BS 3. The probability of this assignment, denoted by \(P\), is thus given by

\[
P = \prod_{k=1}^{K} p_{k1} \prod_{k=K+1}^{M} (1 - p_{k1}). \tag{15}
\]

Now, we have \(K\) users \((k = 1, 2, \ldots, K)\) in \(G_1\). The scheduling scheme in the abovementioned step 4) will then decide which user in the group \(G_1\) is served by BS 1 with its requested data rate at any given time. The scheduling scheme is another key element that determines an overall system performance for downlink WCDMA networks. A detailed discussion on downlink scheduling is available in [2] - [7], [23], [24]. In the next section, we will study four downlink scheduling schemes, namely, the RR, maximum \(C/I\), simplified PF and conventional PF, and derive their throughput and fairness expressions for BS 1 with partitioning group \(G_1\) and corresponding probability assignment \(P\).

V. THROUGHPUT AND FAIRNESS PERFORMANCE

We note that after FCS, the events \(\{A_{k1}\}_{k=1}^{K}\) occur. Thus, given \(A_{k1}\) \((k = 1, 2, \ldots, K)\), the density function of \(\gamma_{k1}\) in group \(G_1\) has changed from \(f(\gamma_{k1})\) given by (5) to the following conditional pdf

\[
f_{c}(\gamma_{k1}) = f(\gamma_{k1}|A_{k1}) = f(\gamma_{k1}|\gamma_{k2} \leq \gamma_{k1}, \gamma_{k3} \leq \gamma_{k1}). \tag{16}
\]

Using the mixed form of Bayes rule [27, eq. (2.103a)] in (16), we have

\[
f_{c}(\gamma_{k1}) = \frac{\Pr[\gamma_{k2} \leq \gamma_{k1}, \gamma_{k3} \leq \gamma_{k1}|\gamma_{k1}]}{\Pr[\gamma_{k2} \leq \gamma_{k1}, \gamma_{k3} \leq \gamma_{k1}]} f(\gamma_{k1}) \tag{17}
\]

which leads to, after manipulation and simplification

\[
f_{c}(\gamma_{k1}) = \frac{\beta_{k1}}{\gamma_{k1}} Q \left(\frac{\mu_{k2} - \ln \gamma_{k1}}{\zeta}\right) Q \left(\frac{\mu_{k3} - \ln \gamma_{k1}}{\zeta}\right)
\]

\[
\times \exp \left[\frac{-(\ln \gamma_{k1} - \mu_{k1})^2}{2\zeta^2}\right]. \tag{18}
\]

In Fig. 3, we plot the pdf’s \(f(\gamma_{k1})\) and \(f_{c}(\gamma_{k1})\) when a user is at the center of the active region for \(\eta^2 = 1\) and \(\sigma = 8\) (dB), with the mean \(C/I\) as the parameter. We can see that for a fixed mean \(C/I\), FCS can help increase the probability \(\Pr[\gamma_{k1} > \gamma_0]\), where \(\gamma_0 > 0\) is some critical value. This implies that FCS can bring a statistical reduction of fading dip for the instantaneous \(C/I\).

Following [3], the throughput is defined as the average data rate which is equal to the number of data bits divided by the total transmission time. We use \(R_{k1}\) bits/s \((k = 1, 2, \ldots, K)\) to denote the instantaneous data rate for user \(k\) in \(G_1\) to receive data from BS 1, and \(S_{k1}\) to denote the corresponding system access probability. The throughput is then expressed by

\[
\Lambda = \sum_{k=1}^{K} R_{k1} S_{k1} \text{ bits/s}. \tag{19}
\]

Note that, in (19) the quantities \(R_{k1}\) and \(S_{k1}\) are deterministic variables. If they are random variables, the throughput expression should be defined by \(\Lambda = \mathbb{E}\left[\sum_{k=1}^{K} R_{k1} S_{k1}\right]\), where \(\mathbb{E}\) denotes the expectation.

The fairness metric can be defined in two forms. The first form is defined in terms of the average data rate achieved by each user, which is given by [28], [29, eq. (33)]

\[
F = \frac{\left(\sum_{k=1}^{K} \mathbb{E}[R_{k1} S_{k1}]\right)^2}{K \sum_{k=1}^{K} \left(\mathbb{E}[R_{k1} S_{k1}]\right)^2} = \frac{\Lambda^2}{K \sum_{k=1}^{K} \left(\mathbb{E}[R_{k1} S_{k1}]\right)^2}. \tag{20}
\]

This definition has been used in the CDMA-HDR system [4], [6] to evaluate the PF scheme. The second definition of the
The fairness metric is based on the system access probability for each user, which is [24]

$$F^* = \left( \frac{\sum_{k=1}^{K} S_{k1}}{K \sum_{k=1}^{K} S_{k1}^2} \right)^2 = \left( \frac{K \sum_{k=1}^{K} S_{k1}^2}{K \sum_{k=1}^{K} S_{k1}^2} \right)^{-1}. \quad (21)$$

This definition has been used in the WCDMA-HSDPA system [5], [7] to initially study the RR and maximum C/I schemes. In this paper we will evaluate both $F$ and $F^*$. However, we should stress that a fair scheduling scheme in terms of $F$ may become unfair if $F^*$ is used, and vice versa. The values of $F$ and $F^*$ range from $1/K$ to $1$. The value of 1 corresponds to a totally fair allocation (with equal average data rate or access probability for all users). A totally unfair allocation (with full average data rate or chance of system access given to only one user) has a fairness of $1/K$.

### A. Throughput and fairness of Round Robin scheme

In the RR scheme, at any scheduling instant, the users are serviced in a round-robin fashion, i.e., the $K$ data slots are assigned one at a time successively for each user, and all users must be serviced before reserving a user. Thus, the system access probability is $1/K$ for all users (i.e., $S_{k1} = 1/K$). The throughput can be expressed by

$$\Lambda_{RR} = \mathbb{E} \left[ \frac{1}{K} \sum_{k=1}^{K} \frac{1}{R_{k1}} \right] = \frac{1}{K} \sum_{k=1}^{K} \int_{0}^{\infty} R_{k1} f_c(\gamma_{k1}) \, d\gamma_{k1} \quad (22)$$

where $R_{k1}$ and $f_c(\gamma_{k1})$ are from (11) and (18), respectively. Substituting (11) and (18) into (22) yields

$$\Lambda_{RR} = \frac{1}{K} \sum_{k=1}^{K} \int_{0}^{\infty} \frac{W \beta_{k1} \log_2 (1 + \alpha x)}{x} Q \left( \frac{\mu_{k2} - \ln x}{\varsigma} \right) \left( \frac{\mu_{k3} - \ln x}{\varsigma} \right) \exp \left[ - \frac{(\ln x - \mu_{k1})^2}{2\varsigma^2} \right] \, dx \quad (23)$$

which can be computed numerically. The fairness $F$ in terms of the average data rate can be evaluated as (24) shown at the top of next page. Clearly, in terms of the system access probability, we have $F_{RR} = 1$, which states that the RR scheme is a totally fair allocation scheme.

### B. Throughput and fairness of maximum C/I scheme

In the maximum C/I scheme, at any scheduling instant, all users are ranked based on their C/I and then the packet data is transmitted to the user that experiences the largest C/I.

Conditioning on $\gamma_{k1}$, the access probability to BS $k$ for user $k$ would be the probability that each of $\gamma_{j1}$ ($j = 1, 2, \ldots, K$ and $j \neq k$) is simultaneously smaller than $\gamma_{k1}$. Since $\{\gamma_{j1}\}$ is a set of independent random variables, this access probability will be the product of the independent probabilities that each $\gamma_{j1} < \gamma_{k1}$ for $j \neq k$. Thus, the throughput for the maximum C/I scheme can be evaluated as

$$\Lambda_{C/I} = \mathbb{E} \left\{ \frac{1}{K} \sum_{k=1}^{K} R_{k1} \Pr \left[ \max_{j \neq k} \{\gamma_{j1}\} \leq \gamma_{k1} \right] \right\}$$

$$= \sum_{k=1}^{K} \int_{0}^{\infty} R_{k1} \Pr \left[ \max_{j \neq k} \{\gamma_{j1}\} \leq \gamma_{k1} \right] f_c(\gamma_{k1}) \, d\gamma_{k1}$$

$$= \sum_{k=1}^{K} \int_{0}^{\infty} W \beta_{k1} \log_2 (1 + \alpha x) Q \left( \frac{\mu_{k2} - \ln x}{\varsigma} \right) \left( \frac{\mu_{k3} - \ln x}{\varsigma} \right) \exp \left[ - \frac{(\ln x - \mu_{k1})^2}{2\varsigma^2} \right]$$

$$\times \left\{ \prod_{j=1, j \neq k}^{\infty} \frac{\beta_{j1}}{\gamma_{j1}} Q \left( \frac{\mu_{j2} - \ln \gamma_{j1}}{\varsigma} \right) Q \left( \frac{\mu_{j3} - \ln \gamma_{j1}}{\varsigma} \right) \exp \left[ - \frac{(\ln \gamma_{j1} - \mu_{j1})^2}{2\varsigma^2} \right] \right\} \, dx \quad (25)$$

which can be computed numerically.

Since the system access probability for user $k$ is given by

$$S_{C/I}^{k1} = \int_{0}^{\infty} \Pr \left[ \max_{j \neq k} \{\gamma_{j1}\} \leq \gamma_{k1} \right] f_c(\gamma_{k1}) \, d\gamma_{k1}$$

$$= \int_{0}^{\infty} \frac{\beta_{k1}}{\gamma_{k1}} \frac{W \beta_{k1} \log_2 (1 + \alpha x)}{x} Q \left( \frac{\mu_{k2} - \ln x}{\varsigma} \right) \left( \frac{\mu_{k3} - \ln x}{\varsigma} \right) \exp \left[ - \frac{(\ln x - \mu_{k1})^2}{2\varsigma^2} \right]$$

$$\times \left\{ \prod_{j=1, j \neq k}^{\infty} \frac{\beta_{j1}}{\gamma_{j1}} Q \left( \frac{\mu_{j2} - \ln \gamma_{j1}}{\varsigma} \right) Q \left( \frac{\mu_{j3} - \ln \gamma_{j1}}{\varsigma} \right) \exp \left[ - \frac{(\ln \gamma_{j1} - \mu_{j1})^2}{2\varsigma^2} \right] \right\} \, dx$$

the fairness metric $F'_{C/I}$ is evaluated as

$$F'_{C/I} = \left( \frac{1}{K} \sum_{k=1}^{K} \left( S_{C/I}^{k1} \right)^2 \right)^{-1} \quad (27)$$

In terms of the average data rate, the fairness metric $F'_{C/I}$ is expressed by (28) shown at the top of next page. As the served users are the ones with the best channels in the maximum C/I
scheme, we expect that $\Lambda_{C/I}$ will yield the highest throughput, whereas the values of $F'_{C/I}$ and $F_{C/I}$ will decrease as the number of users $K$ increases since the users with poor channel conditions have little chance to access the system.

C. Throughput and fairness of proportional fair scheme

The PF scheme provides a compromise between the RR and maximum C/I schemes. Thus, we expect that it can offer a good trade-off between the throughput and fairness. The PF scheduler has already been proposed and implemented for scheduling in real networks, such as Qualcomm’s 1xEVolution system [6]. The basic feature of this scheduler is that in each transmission slot the packet data is only transmitted to the user that experiences the largest ratio of the instantaneous achievable data rate to the average served data rate. In other words, the criterion for scheduling a user is based on the user’s relative data rate. Note that if the linear relationship (8) is used, the selection criterion based on the relative data rate will be equivalent to that based on the relative $C/I$, defined as the instantaneous-$C/I$-to-mean-$C/I$ ratio. This is because in the case of the linear relationship (8), we have the relation

$$\frac{R_{k1}}{E[R_{k1}]} = \frac{\gamma_{k1}}{E[\gamma_{k1}]} = \frac{\gamma_{k1}}{\gamma_{k1}}.$$ 

However, if the logarithmic relationship (11) is used, the relative data rate criterion differs from the relative $C/I$ criterion. In other words, the relative $C/I$ criterion is less valid when higher-order modulation and coding are used. A simplified version of the PF scheme is proposed in [23], where the user with the highest priority in a transmission slot is determined by the ratio of the instantaneous $C/I$ to the average data rate. We define the instantaneous-$C/I$-to-mean-data-rate ratio $\delta_{k1}$ as

$$\delta_{k1} = \frac{\gamma_{k1}}{R_{k1}}$$

where $R_{k1}$ denotes the average data rate.

We first derive the throughput and fairness expressions for the simplified PF scheme. The procedure is parallel to that followed in the case of the maximum $C/I$ scheme. Using (11) and (18), the average data rate $R_{k1}$ can be evaluated as

$$R_{k1} = \int_0^{\infty} W \beta_{k1} \log_2 (1 + \alpha x) \frac{Q \left( \frac{\mu_{k2} - \ln x}{\varsigma} \right) Q \left( \frac{\mu_{k3} - \ln x}{\varsigma} \right)}{x} \exp \left[ -\frac{(\ln x - \mu_{k1})^2}{2\varsigma^2} \right] dx.$$ (30)

Since $\delta_{k1}$ is a linear transformation of $\gamma_{k1}$ by the constant $1/R_{k1}$, the PDF of $\delta_{k1}$ can be derived as [30]

$$f_c(\delta_{k1}) = \frac{\beta_{k1}}{\delta_{k1}} Q \left( \frac{\mu_{k2} - \ln \delta_{k1} - \ln \bar{R}_{k1}}{\varsigma} \right) \times Q \left( \frac{\mu_{k3} - \ln \delta_{k1} - \ln \bar{R}_{k1}}{\varsigma} \right) \times \exp \left[ -\frac{(\ln \delta_{k1} + \ln \bar{R}_{k1} - \mu_{k1})^2}{2\varsigma^2} \right].$$ (31)

We note that $\{\delta_{k1}\}_{k=1}^K$ is a set of independent random variables. Hence, conditioning on $\delta_{k1}$, the system access probability of user $k$ is the product of the independent probabilities that each $\delta_{j1} < \delta_{k1}$ for $j \neq k$. The instantaneous data rate $R_{k1}$ is now given by $R_{k1} = W \log_2 (1 + \alpha \gamma_{k1}) = W \log_2 (1 + \alpha \bar{R}_{k1} \delta_{k1})$. Thus, the throughput for the simplified PF scheme can be evaluated as

$$\Lambda_{SPF} = E \left\{ \sum_{k=1}^K R_{k1} \left[ \max_{j \neq k} \delta_{j1} \leq \delta_{k1} \right] \right\}$$

$$= \sum_{k=1}^K \int_0^{\infty} R_{k1} \Pr \left[ \max_{j \neq k} \delta_{j1} \leq \delta_{k1} \right] f_c(\delta_{k1}) \, d\delta_{k1} = W$$

$$\times \sum_{k=1}^K \int_0^{\infty} Q \left( \frac{\mu_{k2} - \ln x - \ln \bar{R}_{k1}}{\varsigma} \right) \frac{Q \left( \frac{\mu_{k3} - \ln x - \ln \bar{R}_{k1}}{\varsigma} \right)}{x}$$

$$\times \exp \left[ -\frac{(\ln x + \ln \bar{R}_{k1} - \mu_{k1})^2}{2\varsigma^2} \right] \beta_{k1} \log_2 (1 + \alpha \bar{R}_{k1} x)$$

$$\times \left\{ \prod_{j=1}^K \int_0^{x} \frac{\beta_{j1}}{\delta_{j1}} Q \left( \frac{\mu_{j2} - \ln \delta_{j1} - \ln \bar{R}_{j1}}{\varsigma} \right) \times Q \left( \frac{\mu_{j3} - \ln \delta_{j1} - \ln \bar{R}_{j1}}{\varsigma} \right) \times \exp \left[ -\frac{(\ln \delta_{j1} + \ln \bar{R}_{j1} - \mu_{j1})^2}{2\varsigma^2} \right] \, d\delta_{j1} \right\} \, dx.$$ (32)

Since the system access probability of user $k$ is now given
where \( \delta_k \) is given by (30). Since the logarithm is a monotonic function, scheduling based on \( \zeta_k \) given by (36) is akin to that based on \( \delta_k \) given by (29) – both assure fairness. Since \( \{\gamma_k\}_{k=1}^{K} \) are independent, the random variables \( \{\zeta_k\}_{k=1}^{K} \) in (36) are also independent. Conditioning on \( \zeta_k \), the system access probability for user \( k \) is the product of the independent probabilities that each \( \zeta_{j1} < \zeta_k \) for \( j \neq k \), namely

\[
\Pr \left( \text{max}_{j \neq k} \{\zeta_{j1}\} \leq \zeta_k \right), \quad \text{or equivalently,}
\]

\[
\Phi(\gamma_k) = \Pr \left( \gamma_k \leq \frac{(1 + \alpha \gamma_k) R_{k1}/R_k - 1}{\alpha} \right), \ldots,
\]

\[
\gamma_{(k-1)1} \leq \frac{(1 + \alpha \gamma_k) R_{(k-1)1}/R_k - 1}{\alpha},
\]

\[
\gamma_{(k+1)1} \leq \frac{(1 + \alpha \gamma_k) R_{(k+1)1}/R_k - 1}{\alpha}, \ldots,
\]

\[
\zeta_k \leq \frac{(1 + \alpha \gamma_k) R_{k1}/R_k - 1}{\alpha},
\]

which yields the solution as

\[
\Phi(\gamma_k) = \prod_{j=1}^{K} \int_{0}^{\infty} \frac{\beta_{j}}{\gamma_{j1}} \exp \left(-\frac{(\ln \gamma_{j1} - \mu_{j1})^2}{2\sigma^2} \right) d\gamma_{j1}, \quad (38)
\]

Hence, the throughput for the conventional PF scheme is evaluated as

\[
\Lambda_{PF} = \sum_{k=1}^{K} \int_{0}^{\infty} \frac{W \beta_{k1} \log_2 (1 + \alpha \gamma_k)}{\gamma_{k1}} \Phi(\gamma_k) \exp \left(-\frac{(\ln \gamma_k - \mu_{k1})^2}{2\sigma^2} \right) d\gamma_{k1}, \quad (39)
\]

The system access probability of user \( k \) is given by

\[
S_{k1}^{PF} = \int_{0}^{\infty} \Phi(\gamma_k) f_{c} (\gamma_k) d\gamma_k
\]

\[
= \int_{0}^{\infty} \frac{\beta_{k1}}{\gamma_{k1}} \Phi(\gamma_k) \frac{\mu_{k1} - \ln \gamma_k}{\sigma^2} \exp \left[-\frac{(\ln \gamma_k - \mu_{k1})^2}{2\sigma^2} \right] d\gamma_{k1}. \quad (40)
\]

Thus, the fairness metric \( F'_{PF} \) for the conventional PF scheme is obtained as

\[
F'_{PF} = \left[ \frac{K}{\sum_{k=1}^{K} S_{k1}^{PF}} \right]^{-1}. \quad (41)
\]

In terms of the average data rate, the fairness metric \( F_{PF} \) is expressed by

\[
F_{PF} = \frac{\Lambda_{PF}^2}{\sum_{k=1}^{K} \int_{0}^{\infty} W \log_2 (1 + \alpha \gamma_k) \Phi(\gamma_k) f_{c} (\gamma_k) d\gamma_k} \quad (42)
\]

D. Ensemble average throughput

In Sections V.A - C, we have derived the throughput expressions of four scheduling schemes for the serving BS 1, assuming a specific partitioning group \( G_1 \) with probability assignment \( P \) given by (15). Since there are \( 2^M \) distinct ways of assigning the \( M \) users to \( G_1 \), the ensemble average throughput for BS 1 will be the sum of each throughput weighted by the corresponding probability of assignment. Let \( \Lambda_1 \) denote the throughput for the \( i \)th assignment due to the RR scheme given by (23), or the maximum \( C/I \) scheme given
by (25), or the simplified PF scheme given by (32), or the conventional PF scheme given by (39). Then, the ensemble average throughput for BS 1 can be expressed by

$$
\Lambda_{av} = \sum_{l=1}^{2^M} \Lambda_l P_l
$$

where $P_l$ is the corresponding probability assignment and $\{P_l\}$ is subject to the constraint given by (14). Clearly, in the case that no user is served by BS 1 (e.g., $l = 1$ in Table 1), we have $\Lambda_l = 0$, and in the case that only one user is served by BS 1 (e.g., $l = 2, 3, 4$ in Table 1), the throughputs $\Lambda_l$ are equal for all four scheduling schemes.

### E. Peak data throughput

The result (43) gives the ensemble average data rate for BS 1, which is also applicable to BS 2 and BS 3 by symmetry. Thus, it provides the average data throughput in the active region shown in Fig. 1. For comparison, in this subsection we will also derive the peak data throughput in the active region. The peak data throughput is defined as the highest data rate that can be supported at any instant. From (11), we see that this can be achieved by the maximum received C/I, and hence the peak data throughput, denoted by $R_{max}$, is formulated as

$$
R_{max} = \int_0^\infty W \log_2 (1 + \alpha \gamma_{max}) f(\gamma_{max}) d\gamma_{max}
$$

where $\gamma_{max}$ represents the maximum received C/I in the active region. Note that, the definition of the peak data throughput in (44) follows the idea of estimating the channel capacity in Rayleigh fading environment presented in [31], which is not an absolute maximum value, but calculated in an average sense. This is because the $\gamma_{max}$ is a random variable that varies in time.

For a fixed user $k$, the maximum received C/I from the BS set $S$ due to FCS, denoted by $\gamma_{max}^k$, is given by $\gamma_{max}^k = \max \{\gamma_{k1}, \gamma_{k2}, \gamma_{k3}\}$; $\gamma_{max}^k$ will then be the largest random variable among $\{\gamma_{k1}, \gamma_{k2}, \gamma_{k3}\}$ of all users, namely,

$$
\gamma_{max} = \max_{k,i} \{\gamma_{ki}\} \quad k = 1, 2, \cdots, M; \quad i = 1, 2, 3.
$$

The CDF of $\gamma_{max}$ is the probability that the $\gamma_{ki}$ in all $3M$ quantities are simultaneously less than or equal to some specified value. In view of (7), the CDF of $\gamma_{max}$ is shown to be

$$
\Gamma(\gamma_{max}) = \prod_{k=1}^M \prod_{i=1}^3 Q \left( \frac{\mu_{ki} - \ln \gamma_{max}}{\zeta} \right).
$$

This is the distribution of the maximum received C/I in the active region, selected from 3M quantities of three BSs and

$$
F_{SPF} = \frac{\sum_{k=1}^K \left( \int_0^\infty W \log_2 (1 + \alpha \tilde{R}_{k1} \delta_{k1}) \Pr \left[ \max_{j \neq k} \{\delta_{j1}\} \leq \delta_{k1} \right] f_c(\delta_{k1}) d\delta_{k1} \right)^2}{\Lambda_{SPF}^2 / K}
$$
We further assume that the bandwidth $W$, average envelope power $\eta^2$, and standard deviation $\sigma$ (dB) are set to 3.84 MHz, 1 and 8, respectively. Clearly, without FCS, only users 1, 2, 3 and 5 can connect to BS 1. With FCS, there are $2^5 = 64$ distinct ways of assigning six users to $G_1$ to be served by BS 1. We consider five scenarios in which only two users are connected to BS 1, namely, scenario 1: users 2 and 5 without FCS; scenario 2: users 2 and 5 with FCS; scenario 3: users 1 and 2 without FCS; scenario 4: users 1 and 2 with FCS; and scenario 5: users 4 and 5 with FCS. This is sufficient to illustrate our discussions.

Fig. 5 plots the normalized throughput gains for the RR scheme against the parameter $\alpha$. Specifically, we first compute the throughputs of the abovementioned five scenarios with RR scheme. The throughput gains are then evaluated by normalizing each throughput with that of scenario 1. Recall from (10) that the parameter $\alpha$ is equivalent to $(E_b/I_0)_k$, which is required to achieve a certain PER performance. In our numerical evaluation the value of $\alpha$ is assumed to be 0.1, 0.2, 0.3 and 0.4, which corresponds to $(E_b/I_0)_k = 8.4 \text{ dB}, 5.4 \text{ dB}, 3.6 \text{ dB} \text{ and } 2.5 \text{ dB}$, respectively. It can be seen that FCS can substantially improve the throughput performance. For example, for $\alpha = 0.1$, the throughput gain of scenario 2 (users 2 and 5 with FCS) over scenario 1 (users 2 and 5 without FCS) is 1.85. Without FCS, the throughput of scenario 3 (users 1 and 2 without FCS) is below the baseline (scenario 1). The gain is approximately 0.7. With FCS this gain is increased approximately to 1.6 in scenario 4 (users 1 and 2 with FCS). The improvement is up to about $1.6/0.7 = 2.3$. In order to validate the analysis, computer simulation results have also been included in Fig. 5 and the subsequent Figs. 6 - 9. The simulation results are shown as the dotted lines in the figure. From the plots in Figs. 5 - 9 we see that the simulation results confirm the feasibility of the theoretical analysis.

Figs. 6, 7 and 8 show the throughput comparisons of RR, maximum $C/I$, simplified PF and conventional PF with FCS for scenario 2, scenario 5 and scenario 4, respectively.

In Figs. 6, 7 and 8 we see that the throughput of BS 1, the average data rate of each user is also given. For example, for scenario 2 in Fig. 6, curves a-d represent the throughput gain of BS 1, while curves e-j represent the average data rate gain of users 2 and 5. Without loss of generality, in Figs. 6 - 8, we have chosen the throughput of BS 1 with RR scheme as a baseline.

From these three figures, several conclusions can be drawn. First, the RR scheme gives the worst performance of the four schemes examined in this paper. This is expected since the RR scheme does not take into account the channel conditions among the users. Hence, although FCS can help prevent the users with deep fade due to small-scale Rayleigh fading and large-scale lognormal fading from connecting to BS 1, the throughput decreases when the fixed time slot allocation in the RR scheme is made to the user with small $C/I$. Second, the throughput performance depends on the users’ location. In Fig. 8, the maximum $C/I$, simplified PF and conventional PF schemes have the same throughput gain for scenario 4, while in Figs. 6 and 7 for scenario 2 and scenario 5, the maximum $C/I$ scheme provides the best performance and the simplified PF scheme outperforms the conventional PF scheme. Moreover, we see that as the users’ location difference increases, the performance gap between the individual users
balance on the average data rate between the users, which can lead to the fairness improvement. Finally, due to the highly non-linear feature of the logarithmic relationship given by (11), the throughput gains are sensitive to the parameter $\alpha$.

Fig. 9 shows the performance comparison of ensemble average throughput with/without FCS and peak data throughput in the active region. For simplicity, we assume that there are only three users in the active region locating at positions 1, 2, and 3, as shown in Fig. 4. This user distribution is referred to here as scenario 6. The ensemble average throughput without FCS serves as the baseline. With FCS, the average throughput is computed using (43). The probability assignments $P_k$ are computed using (15) and listed in the last column of Table 1. Since we assume that the coordinate for all three users is $[0, 0]$, the mean $\mu_{ki}$ would be the same for all $k = 1, 2, 3$ and $i = 1, 2, 3$. Then, the quantity $\prod_{k=1}^{M} \prod_{i=1}^{3} Q \left( \frac{\mu_{ki} - \ln \gamma_{\text{max}}}{\varsigma} \right)$ in (48) can be simplified to

$$\prod_{k=1}^{M} \prod_{i=1}^{3} Q \left( \frac{\mu_{ki} - \ln \gamma_{\text{max}}}{\varsigma} \right) = \left[ Q \left( \frac{\mu - \ln \gamma_{\text{max}}}{\varsigma} \right) \right]^{9}$$

where $\mu_{ki} = \mu$ for all $k, i$. Substituting (49) into (48), we obtain the peak data throughput

$$R_{\text{max}} = \frac{9W}{2\sqrt{2} \pi \varsigma} \int_{0}^{\infty} \frac{\log_2 (1 + \alpha x)}{x} \left[ Q \left( \frac{\mu - \ln x}{\varsigma} \right) \right]^{8} \times \exp \left[ -\frac{(\ln x - \mu)^2}{2\varsigma^2} \right] dx.$$  

The results in Fig. 9 indicate that with techniques of AMC, FCS and downlink scheduling 3G WCDMA networks can provide very high peak data rate to support high-traffic load. This is important to such applications as web browsing, streaming audio/video and file transfer involving large files being sent to the users in the internet era of the downlink WCDMA system.

Table 2 shows the fairness comparison for the four different scheduling schemes in scenarios 2, 4 and 5. The parameter $\alpha$ is set to 0.4. The metric values state that the maximum $C/I$ scheme has the worst fairness performance as compared to the other schemes in terms of both system access probability and average data rate. In terms of the system access probability, the RR scheme can give a totally fair allocation regardless of users’ locations and channel conditions. However, in terms of the average data rate, the RR scheme becomes increasingly unfair as the difference of users’ channel conditions increases. By comparing $F_{\text{PF}}$ with $F_{\text{SPF}}$ and $F_{\text{PF}}$ with $F_{\text{SPF}}$, we note that in general the conventional PF scheme can provide better fairness performance than the simplified PF scheme in terms of both metric criteria.
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TABLE II
FAIRNESS COMPARISON (α = 0.4)

<table>
<thead>
<tr>
<th>Scheduling</th>
<th>Fairness metric</th>
<th>scenario 2</th>
<th>scenario 4</th>
<th>scenario 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Round Robin</td>
<td>$F_{RR}$</td>
<td>0.9882</td>
<td>1.0000</td>
<td>0.9791</td>
</tr>
<tr>
<td></td>
<td>$F'_{RR}$</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>Maximum C/I</td>
<td>$F_{C/I}$</td>
<td>0.9623</td>
<td>1.0000</td>
<td>0.9355</td>
</tr>
<tr>
<td></td>
<td>$F'_{C/I}$</td>
<td>0.9797</td>
<td>1.0000</td>
<td>0.9656</td>
</tr>
<tr>
<td>Simplified PF</td>
<td>$F_{SPF}$</td>
<td>0.9762</td>
<td>1.0000</td>
<td>0.9590</td>
</tr>
<tr>
<td></td>
<td>$F'_{SPF}$</td>
<td>0.9948</td>
<td>1.0000</td>
<td>0.9915</td>
</tr>
<tr>
<td>Conventional PF</td>
<td>$F_{PF}$</td>
<td>0.9887</td>
<td>1.0000</td>
<td>0.9798</td>
</tr>
<tr>
<td></td>
<td>$F'_{PF}$</td>
<td>0.9997</td>
<td>1.0000</td>
<td>0.9996</td>
</tr>
</tbody>
</table>


